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MATHEMATICS
( General )
Paper: 6.1
( Linear Algebra and Complex Analysis )

Full Marks : 80
Time : 3 hours '

The figures in the margin indicate full marks
Jor the guestions

Answer either in English or in Assamese

1. Mention if the statements given below are ]
- True or False : 1x10=10

mﬁmﬁ%@ﬁ@mﬁwﬁﬁw:

(@ If V(F) be a vector space and O be the
zero vector of V, then a0 #0, VaeF.
M| V(F) @Bt A cFa SIF 0 [ W SR,
(S8 a0 #0, Vac F.

(b) If W, and W, ,are subspaces of the
vector space V(F) then W) + W, is also
a subspace of V(F). '
/W, we We T ove V(PR Trm
@, W, + Wy '8 T (g v (PR o |
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(2)

(3)

(C) A'System ConSisting Ofa Single non-zero m) If X iS an’ eigenvector of a mah"ix A,
vector is always linearly independent. then X corresponds to more than
Gga o] o (o8 A R @ Bl 7S one eigenvalues of A.

T ART ¥l | M X Q@A (NTTF AT WZCH (589, (S8 X
ARTHE AT GBSl Q@R SR I AT? |
d) There i i . .
(d . 11-1;;1: dc.loes not exist a basis for each () A single-valued fanction is said to be
imensional vector space. analytic if it is defined and differentiable
AWORF AW WAR At R GCRIB S at each point of its domain.
e | T TARAE 9B Forme eRe o R
ez FECH WA wfcEe Ao RIS

(¢) Each set of (n+1) or more vectors of a ARG W SRIAN 2 |
finite dimensional vector space V(F) of -
dimension n is linearly dependent. () The modulus of the sum of two complex

numbers can exceed the sum of their
r&:@ﬁ A ¥ V(FR (n+1) 1 ol moduli.
% R e iz R TR |
4 ¥ Bl & RIR Qe TeEE SR TR
TPIRFT AT Sfda IR R |

() Elementary transformations change the
rank of a matrix. 2. (@) Answer any two of the following
APF R @ R @it » questions : 2x2=4
IE | - ST PPTRA 7 I PoR e o

() Let V(F) be a vector space over

(9) Two matrices will be equivalent if they a field F. Then prove that
are of same gjze and of same rank. a(~a)=-(ax), VaeF, VaeV
T T ey z'q ACR RS S o W@ A, V(F) oFq FI SRS @0l
@ awm ik CHECRE L o

. a(-a)=-(aa), YaeF, VaeV
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(4) (5)

“ Pro‘r:;—ﬂ;?;thaez s(f]tla eF,a, €F} S (i) If f(z)=2%-2z zeC, then find |
o subspzce ; £V, (IF y » Qg ,:_' f’(.z: at z=-1 provided the value
. ' €xists.
oM 1 (S -
W ={(ay, a5, 0)|a; € F, a, € F} .:i M f(2)=2°-27 2z C, @ 2z=-1T
R 7MW V,(FR <01 Bom | | f'(2) Befa w1 ez @3 9 R =

(i) Prove that every superset of a
linearly dependent set of vectors is

linearly dependent.
oM FM @ B ART ReE WA

(iv) Using the definition of complex line
integral, evaluate dez.

Tece SRR (AR TSy |
(b) Answer any three of the following ILdz“Tﬁ%ﬁ@ |
questions : 2x3=6
o PR R e bR e o -

(i) If z, z, € C, then prove that (v) Calculate Icidz from z=0 to

2, + 2, P+l2 — 222 =21z P +2| 25

z =4 +2i along the curve C given by

R 2, 2, € C, @ AT FN A z=t2 +it.
|7 + 2, P 412, - 22” =217 2 4212, . |
z +2;|°+lz — 22 z 2 z=t2+it & B U OB @ CA
(i) Show that the function : Z=0% [ z=4+2i 0q I $de3 TH
=x3 _3xy? i i ' C
u = x3 -3xy* is harmonic and find Serea | :

the corresponding analytic function. -
geq @ u=x°-3xy® @ [EF
o WF AN S CTARE T

: g w111
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(6)

{(a) Answer any  two. of the following
questions : 5x2=10

S 2P I PR T for:
(i) Prove that the union of two

subspaces is a subspace if and only
if one is contained in the other.

o TN @ YOI ToEFR Rew wm @1
e 23 W o IR 9B Cmm
HHOR SEEE W |

If W, and W, are subspaces of a
vector space V(F'), then prove that

L(W L Wa) =W, + W,
I W, O W, 951 3RF TW V(FR 051
BorgH T, (908 A9 TN A
L(MuWy)=W + W,

(@

Let o, B, Y are linearly independent
vectors of a vector space V(F).
Prove that o+, B+Y, ¥+ are also
linearly independent.

[ a, B, y (ART TW V(FR RN &
oG (ST AN T T a+p, B+y,
v +a ¢ (3IRT 757 |

{ Continued )

(7)

(b) Answer any two of the following
questions : 5x2=10

S PR R PR oA e o
() If f(z)is analytic with its derivative
J’(2) continuous at all points inside

and on a simple closed curve C,
prove that Icf(z)dz=0.

M flz) TGO QERe W WH
SRFAR f'(2) TSR T o1 IF I
e R YR em s RO
SRfEw, (5 T T @, [ f(2)dz=0-

(i) Show that an analytic function with

constant modulus is constant.
(I{SAl @ 1 WeRe wom 79 29
Iz TR TNT ST |
Prove that

fc-— =2ni

(iii)

where C is any simple closed curve
containing the point z=q in the
region bounded by C,

qMTFN A
fc—'-2m
e C Bl FERT Ry & I

R
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( 8) ' (9)

|
. [
’ I
4. Prove that the linear span L(S) of any ‘ e AT PR B gl TR
subset S-of a vector space V{F)is a subspace { TS SR (PR SPINF SRIRLs SeieR I8
of V generated by S, i.e., L(S)={S}- 100 |WR IS R F911
T T @ @R T V(PR @A SR ST | 1 210
R Rem L(S) 3Re ¥@ V(FR TR XTI TW | A=|-2 4 3 O
T SO L(S) = {S}. : | 1 02 -8
Or / &%l
Or / =@y

Let T:U(F)— V(F) be a linear transforma-

tion from a vector space U(F) into a vector When is a matrix said to be in echelon form?

space V(F). Then show that (i) T(0) =0, where . |  Reduce-the following matrix to echelon form
O denotes the corresponding zero vector and and hence find its rank. 3+6+1=10
(@) T(-a)=-T(ax), Vo€ U(F) | 3 2 0 -3
@ 9, T:URF) > V(F) e TH UFR 7 a=|] 2 21
V(P b1 2aRe Toee 1 crged &, () T(0)=0, | 01 22
TS OGH TN 2RI TR AT T I e 2 1
FANE () T(~a) =-T(a), VaeU(F) .
b1 (T O X' ¥ gz 3oy e A !
o (ToRH! A Wi ww @ Al
S. State the different elementary transforma- halh ,
tions of a matrix. Reduce the following matrix 3 -2 0 -
to normal form by elementary transforma- 0 2 2
tions and hence find its rank. 3+6+1=10 oo A= 1 -2 -3 2
1 21 0 01 2 1
A=[2 43 0
1 02 -8
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( 10 ) ( 11 )
6. Define eigenvalue and eigenvector of an nxn ORI
matrix A over the field of real numbers. Also f(2)=u(x y)+iv(x, y)
find the eigenvalues and eigenvectors of the e Tee R CRae (IR @R TR XA
A 5 4 u_ g du_ v
A =[ 2] . dx Jdy dy ox
1 2+8=10 X -
o MG, 9 5@’13_{ HETEA
IR RIR IS R F91 9B n xn (TTF A7 TR ’ JEAPeN @;EMI
T A W SR (SI I R | A IF TR
A= [5 4] : Or / JeJy
=(, .
2 _ Define a harmonic function. Show that 2
CNETFOR IR A T HZeoH (53 g 391 | - harmonic ﬁ;nction u satisfies the differential
Or ) S equation az;); =0. . 2+8=l1
State and prove the Cayley-Hamilton 5 AR TR R ) et @ iy _ER T
theorem. 10 - 32u
; U ——— = O SRFEA ARSI
R -5 ST Brmy TR o 1 | | 9z0z & 73
i * &k
7. Prove that the necessary and sufficient
condition for a complex function
f(z2)=u(x y)+iv(x y)
to be analytic in a region R are
dx Jdy oy ox
where all partial derivatives are assumed
continuous on R. 10
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